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Abstract aj...apby...by), corresponding to the cross-serial
dependencies that arise in Dutch (Bresnan et al.,

It is well known that standard TAG can- 1982) and Swiss German (Shieber, 1985).
not deal with certain instances of long- Although this result has important algorithmic
distance scrambling in German (Rambow,  consequences (Vijay-Shanker and Weir, 1993), it
1994). That CCG can deal with many s easy to overestimate its linguistic relevance.
instances of non-local scrambling in lan- \weak equivalence does, of course, not necessarily
guages such as Turkish has previously jmply that two formalisms are capable of recov-
been observed (e.g. by Hoffman (1995a) gying the same set of dependencies between the
and Baldridge (2002)). We show here that  gjements of a string. Since the notion of strong
CCG can derive German scrambling cases  equivalence is often hard to define, strong equiva-
which are problematic for TAG, and give  |ene proofs are rarely found in the literature. But
CCG analyses for other German construc- - examples of structures that can only be analyzed
tions that require more expressive pOwWer iy one formalism can provide insight into where
than TAG provides. Such analyses raise their strong generative capacities differ.
the question of the linguistic significance

of the TAG-CCG equivalence. We revisit 2 Combinatory Categorial Grammar
the original equivalence proof, and show N _ o
that a careful examination of the transla- N addition to function application> and <),

tion of CCG and TAG into Indexed Gram-  CCG allows the combinatory rules of (general-
mar reveals that the IG which is strongly ized) function compositiong,), which allows
equivalent to CCG can generate dependen- @ functor X|y to compose with another functor
cies which the corresponding IG obtained ~ Y/Z:--Z» to form a categoryz, ..z, and type-

from an LTAG cannot generate. raising T, which allows a category to be trans-
formed into a category/(T\X) or T\(T/X):

1 Introduction XY v - X

. . Y X\Y = X
Vijay-Shanker and Weir (1994) proved that Tree- X/Y Y/Zi|Zn =.g.  X/Zi.Zn
Adjoining Grammar (TAG (Joshi and Schabes, Y\zZ,..Z, X\Y =g, X\Zi...Zy
1997)), Combinatory Categorial Grammar (CCG X/Y YZiZn =g X\Ziln
(Steedman, 2000)) and Linear Indexed Gram- ;/ZI'"Z” X\Y =B, ?;(ZTJ\;)

. = T

mars (LIG, (Gazdar, 1988)) are weakly equiva < :iT T\ (T/X)

lent, i.e. can generate the same sets of strings. q furth .
All of these grammars can generate the lan- IS_tee_ mar: (20$]Q)hl_m elrmcl)lre usdes a:)unaryl_togh
guages{a”b™cd"} (which does not correspond calization rule, which is only allowed to be applie

to any known construction in natural Ianguage)t,O a sentence-initial constituent:

and {a"b"} with cross-serial dependencies (i.e. X =1 T/(T/X)



a; ... Qn bn bn_1 ba by C1 .. Cn di ...
A .. A ((S\A)/D)/C (((S\A)/D)\;B)/C...(((5\A)/D)\;S)/C (((S\A)/D)\;S)/C é .~ C D .
((S\A)/D)\45<B ,
(((((S\A)/D)\A)/D)\;S)/C
((((S\A)/D)\A)/D)\+S

(...(S\A1)/D1)...\A,)/Dy,
Figure 1: Type-raising is not required to deriveb™c"d" in CCG.

o| &

Both the maximal arityn up to which general- and Schabes, 1997). Weir (1988) gives a CCG for
ized compositiorB,, is allowed and the maximal this language, but since his grammar assumes that
arity k£ of the variableT that results from type- the string contains empty stringse with lexical
raising are assumed to be bounded (typically toategories, we give in Figure 2 a different anal-
the maximal arity of lexical categories required byysis. This grammar assigns the lexical category
a language (Steedman, 2000)). These bounds ggsA)/D)\,S)/C to any but the leftmodt, where we
known to be important: Weir (1988) shows thathave used ; to indicate a modality which requires
if there is no bound on generalized compositionbackward crossed 4-ary composition.

CCG can generatgla”a'™b"c™b/™c™d'™d"},

which cannot be generated by a TAG or LIG, an® CCG for a fragment of German

Hoffman (Hoffman, 1993) shows that a CCG with\we follow Steedman (2000) and Hocken-

B and no bounds on the arity of type-raised catmajer (2006) in most of our basic analyses.
egories can derive"b"c"d"e", which also cannot German has three different word orders that
be generated by a TAG or LIG. depend on the clause type. Main clauses (3)

In English, type-raising and composition alloware verh-second. Imperatives and questions are
derivations ofwhrextraction, right node raising yerp.initial (4). If a modifier or one of the objects
and argument cluster coordination in which thgs moved to the front, the word order becomes

verbs involved have the same lexical categoriegarh-injtial (4). Subordinate and relative clauses
as in standard sentences that do not involve noQe verp-final (5):

local dependencies. In TAG, these constructions
either require either additional elementary trees, or 3
non-standard coordination rules (Sarkar and Joshi,
1996) that were not taken into account in the orig-
inal equivalence proof. On the other hand, the “
Dutch cross-serial dependencies (without extrac- ©)
tion or coordinatioh) and the weakly equivalent
a™b", can easily by a CCG with bounded gener- . )
alized composition and without type-raising. In V& assume that the underlying word order in
fact, Vijay-Shanker and Weir (1994) show that gnain claus_e_s_ IS always _ve_rb-lnltlal, _anc_i that the
TAG can be translated into a CCG that uses On|§entt=:ntce—|n|t|al subject is in fact topicalized. We

function application and composition, but does not>€ the features, ar_1d Sun 10 dlstlngwsh verbs
require type-raising in main and subordinate clauses. Main clauses

have the featurss,.,, requiring either a senten-
Deriving a"b"c"d" The languagea™b™c"d" tial modifier with categons.../s.:, a topicalized
can be generated by a TAG with one auxiliarysubject §,../(S.: /NP..)), or a type-raised argument
tree 3; with yield a_bc.d (where the_'s indi- (s,,/(S.,\X)), wherex can be any argument cate-

cate where3; can be adjoined again), resultinggory, such as a noun phrase, prepositional phrase,
in strings of the formu? " _b™1c?-"_d™1 (Joshi  or a non-finite VP,

a. Peter gibt ihm ein Buch.
Peter gives him a book.
Ein Buch gibt Peter ihm.
dann gibt Peter ihm ein Buch.
. Gibt Peter ihm ein Buch?
Gib ihm ein Buch!
. dass Peter ihm das Buch gibt.
das Buch, das Peter ihm gibt.

cCepopOooT

1Steedman (2000, p.212) points out that generalized coor- 2In multimodal versions of CCG (Baldridge, 2002),
dination would be required for the coordination of unbound-modalities that are this specific are not typically assumed,
edly long noun or verb clusters, which would require the fullout here this is required in order to avoid overgeneration.
generative capacity of Indexed Grammars. Weir (1988) gives similar constraints in his grammar.



(1) Case 1: Two verbs with two NP arguments each
a. dass der Detektiv dem Klientelen Verdachtigen des Verbrechens zu tberfiihrewversprochen hat.
b. dasgles Verbrechengler Detektivden Verdachtigendem Klientenzu tberfiihren versprochen hat.
(2) Case 2: N verbs with one NP argument each

a. Dieses Buch hat den Kinderns niemand zu geben versuch§.
this book has to-the-childremobody to give tried.

Nobody has tried to give this book to the children.

b. dasgler Rat dem Pfarrerdie Menschemer Opfer gedenken  zu lasserversprocherhat.
that the councilthe priest the people the victimscommemoratéet promised has.

that the council has promised the priest to let the citizesmmemorate the victims.

c. dasdlie Menscherder Opfer dem Pfarrerder Rat gedenken  zu lasserversprocherhat.
that the people the victimsthe priest the councilcommemoratéet promised has.

that the council has promised the priest to let the citizesmmemorate the victims.

Figure 2: Non-local scrambling examples (from Rambow (398%] Beckeet al. (1991).

The treatment of subjects Unlike Hocken- Partial VP fronting requires an analysis in
maier (2006), we treat subjects as arguments @fhich the remnant arguments in the Mittelfeld
main verb, and assume auxiliaries are categoriésr a constituent, similar to argument clus-
of the forms/s ands\s (with appropriate features ter coordination (hererv,; = (S,;\NP,)\NP,):

to avoid overgeneration). Evidence for this analGelesen ~ hat  Peter das Buch
ysis (which is similar to the standard analysis 064./TV.: S.i /Syt NP, NP,
subjects in TAG) comes from coordinations that S/S\WNPy,) GNP (G\NP\NP.)
would otherwise not be derivable (see Figure 7). S/((S\NP,,)\NP,) ~°

Local Scrambling In the so-called “Mittelfeld” (SurANPoANPe

all orders of arguments and adjuncts are poter@ther constructions If verbs like versprechen
tially possible. In the following example, all 5! (promise) have lexical categories of the form
permutations are grammatical (Rambow, 1994): ((S\NP..)\NP,)/(S[zu]\NP.,), with a suitable modal-
(6) dass [eine Firma] [meinem Onkel] [die Mobel] [vor ity on the”S[zu]\NP that requires cor_nposmon, V_P
drei Tagen] [ohne Voranmeldung] zugestellt hat. ~ €xtraposition and the so-called Third construction

that [a company] [to my uncle] [the furniture] [three can easily be derived (figure 7).
days ago] [without notice] delivered has.

Such local scrambling cases can easily be dé TAG and non-local scrambling
rived with generalized composition and type

raising. However, argument-cluster coordinations _ o _
are possible with all subsets of arguments: Non-local Scramb“ng, a construction in which the

@ D bt Mariaden BallundPeterdas Buch argument of an (arbitrarily deeply) embedded verb
Ir gl t arladen ballun eterdas Buch. . .
to-yougivesMariathe ball andPeterthe book. !s moved to the matrix clause, occurs commonly
To you, Maria gives the ball and Peter the book. in languages such as German. Becieal. and

.1 Non-local scrambling

Dir gibt den Ball Maria und das Buch Peter. Rambow (1994) show that this can result in depen-
(8) Das Buch gibt Maria dir und Peter mir. dencies that a standard TAG cannot capture. For
Das Buch gibt dir Maria und mir Peter. instance, in sentence 2agps Buchthe book), the
(9) Peter gibt mir das Buch und dir den Ball. direct object ofgeben(give), appears in the ma-

Peter gibt das Buch mir und den Ball dir. trix clause headed byersucht(tried). This sen-

Like in a TAG analysis of local scrambling, we t€Nce has six segments with dependencies (1,5),

will therefore assume separate lexical categorid€:6): (3,5) and (4,6). It contains a discontinuous
for each possible permutatiin constituent 1-3-52u geberand its objects), cor-
responding to an elementary tree anchorezu)

¥To avoid this combinatorial explosion of the lexicon, geben But in TAG, discontinuous constituents can
extensions of CCG have been proposed (Hoffman, 19958;

Baldridge, 2002); albeit, at least in Hoffman’s case, thesgnly be_ Created_ b_y Wrapping adjunction,_resulting
raise its generative capacity beyond that of standard CCG in a string consisting of five segments (Figure 3).



123456 12345 2) k verbs andk NPs Under an analysis where
| L=H _ L =3 the verb cluster forms one constituent, a category
Non-local Scrambling  TAG adjunction (. (S\NP,)\....)\NP, is obtained. We will consider

. L his general case in more detail below, but as can
Figure 3: The dependencies in example (2a) lef . . . o
e seen from Figure 4, which gives a derivation for

and the dependencies that TAG adjunction can e)e(ﬁ(ample 2a that cannot be derived with a standard

tree that has been adjoined into the red tree. %AG' CCG can derive more cases than TAG.

6 The equivalence of TAG and CCG

Beckeret al.(1991) consider two different cases  revisited

hich th h tb tured by a TAG:
WHhICh they show cannot be captiired by & Vijay-Shanker and Weir (1994) show the (weak)

1) Two verbs and four NPs TAG cannot gen- €quivalence of TAG and CCG via a translation
erate {o(NP;!,NP?, NP, NP?,)V,V,} 1o head grammars and linear indexed grammars
which consists of any permutation of the two NALIG, (Gazdar, 1988)). In an indexed grammar,
arguments of two verbs followed by the Verbg‘]onterminals are associated with stacks of indices.
themselves. This arises when a control verB @ LIG, the stack associated with the LHS sym-
such asversprechen (promisdjkes a ditransitive Pol X is copied to one of the RHS nonterminals

complement such asberfihren (to prove X guilty Y, the top symbol can be popped off the stack of
of Y)(see examples (1)). X, or a new symbol can be pushed onto the copy

of the stack that is passed downa*

2) k verbs andk NPs Beckeret al. (1991) also
consider the more general case whéveverbs
take one NP object each, resulting in the language pop: ) Xloc] — ..Y]a]...
{o(NP;,...,NP,)V;..V,}, and show that this push: Xla] —..Y[ac]...
not a tree-adjoining language (see examples (2))We show that translating both LTAG and CCG di-

Based on a this observation, Beckenl.(1992) rectly into strongly equivalent indexed grammars
provide a proof that non-local scrambling of thewhich capture all dependencies in the extended
k arguments of: verbs cannot in general be cap-domain of locality via nonterminal stacks reveals
tured by Linear Context-Free Rewriting Systemsthat CCG requires a LIG with registers which is
a class of formalisms to which CCG also belongsnot strongly equivalent to any LIG that can be ob-
It is, however, doubtable that an analysis of théained from a LTAG.
general case is required for natural language. Joshi
et al. (2000) show that tree-local multicomponent.1 TAG as a LIG

Tree-Adjoining Grammar (Weir, 1988), a variantye define a functiorf which translates a TAG
of TAG that is weakly equivalent to standard TAGjntg a strongly equivalent LIG that captures all the
(and hence CCG) can deal with a limited range ofiependencies represented within the elementary
scrambling cases. trees of the TAG via stack features (fig. 3). This
) function translates every local treé — Y;..Y,
5 CCG analyses for German scrambling  of an elementary tree into one LIG production rule
f(X) — f(Y,)..f(Y,), and adds one push and
one pop rule for each adjunction node. Substitu-
1) Two verbs and four NPs The two tion nodes and root nodes of initial trees labeled
verbs combine to a category of the formwith nonterminalX are translated into a nonter-
(((S\NP1)\NP';)\NP2)\NP';, where the two most minal f(X) = X[] with an empty stack. In order
embeddedip;s are arguments of the matrix verbto avoid overgeneration, every internal (non-root)
and the twaNP’;s are arguments of the embedded
verb. WithB, 2 and two lexical categories for the ~ “We will usepush, andpop, rules which push or pop

tri b B.3 I tati d top symbols onto or off the stack as convenient abbreviation
matrix verb (orB ), all permutation orders can of corresponding: operations with appropriately unique non-

be derived. terminals Y on the RHS.

copy: X[a] — ..Y][qa]...

5.1 Non-local scrambling



dieses Buch hat den Kindern niemand zu geben versucht

sdcl/(s’ul /Npacc) Svl /Spt NPdat NPnom T (szu\NPacc)\NPdat (Spt\NP'rwm)\VPz;
>
S/(S\anom) ((Spt\NPnom)\NPacc)\NPdat
(Spt\NPacc)\NPdat
<
Spt\NPacc
>B
SvI\NPacc
3 >
dcl
die Menschen der Opfer dem Pfarrer der Rat gedenken zu lassen versprochen
NP, NP, NP4 NP, VP ANPy (VP \NP)\VP; (Sp:\NP,)\NP;)\VP_.
>T >T
S/(S\NPa)  S/(S\NP») (((Sp:\NP2)\NP4)\NP,)\NP, .
>Bx
((Sp:\NPa)\NP.)\NP,
>By

(Spt\NPa)\NPQ

Figure 4: CCG derivations for examples (2a) and (2c¢) (heres\NP)

Initial trees «;
XP XP[ — YP[X4[\yp]
YP X Gy L —  X[..(,1)] (X, is an adjunction node
W/ 7p X[...(4,1)] — Xyl (X, isanadjunction node
Auxiliary trees j3;
,XP\ XPl.] - YP[Xy5[-\yp]
YP X X,y[-\ypl = x[\yp/2p] X (j,11)[.../ 2]
S X(j,ll)[-“/zp - (j,111) [+
w X X[ —  X[..{4,1)] (Xy,1 isan adjunction node
/N X[...{4, 1)] —  Xy,nl] (X, isanadjunction node
ZP  XP*

Figure 5: A toy example of how TAG elementary trees are tatrdl to LIG. The directionality of the
arguments is indicated here in categorial-grammar-likextian.

node labeledX on the head path of an elemen- Root nodes of auxiliary trees are translated into
tary tree is translated into a unique nonterminatonterminalsX|...] with a stack variable. This
X (i,aay, where the index identifies the original stack is passed through the productions that cor-
elementary tree and GA is the Gorn address of thespond to the auxiliary tree until it reaches the
corresponding node in this tree. corresponding foot node, which is also translated
We assume that all nodes in an initial tree eilnto the same nontermina([...] with a stack vari-

ther lie on the head path from root to the singléble. The dependencies within the auxiliary tree
lexical anchor or are immediate descendants of@rrespond to indices which are pushed onto and
node on the head path, and that all nodes which ap®pped off this stack. Every auxiliary tree defines
not on the head path are dependents of the lexicaldependencies where the dependents have scope
anchor. In the resulting LIG, every dependenqpverthe lexical anchor and dependencies where
represented by an initial tree then corresponds #§€ lexical anchor has scope over the dependents.
a pushoperation, resulting in the lexical anchorEvery dependent’; that has scope over the lexi-
being associated with a preterminal whose stac)@l anchor is generated by a rule which pushes a

corresponds to its subcategorization frame: symboly; onto the stack. The anchor is generated
by a rule which pops the top elements off the

stack and pushes new elements onto the stack.
Thesem elements are popped off the stack by the
rules which generate the dependents that have
scope below the anchor. Therefore, the stack asso-

Generating a dependent Z (initial tree):
X[...] — Z[ Y[..d

Generating the anchas of an initial tree:
X[a] — w



ciated with the translation of the foot node is identhe maximal arity of lexical categories. In anal-
tical to the stack of the root node. Dependenciegses of constructions involving non-local depen-
represented by auxiliary trees correspond to pugstencies (including scrambling), type-raising and
operations if the dependent has scope over the lesemposition are typically applied in lockstep. If
ical anchor and to pop operations if the lexical anthe primary category in (generalized) composition
chor has scope over the dependent. The lexical aB-, is type-raised (with the arity of=m), the re-
chor of a preterminal with arguments, that have sult can be viewed as a single operatij@p,, ,,,
scope over it ang,,, arguments that have scopewhich allows the top: + 1th symbol of a stack of
below it is associated with a pretermingh,,|, sizem + 1+ nto be popped off the stack (Fig. 6):
whereas the arguments, that appear below it are

pushed onto the stack when the lexical anchor is Typeraising + composition:

generated: X/(X\Y) (X\Y)|Z;...Z,
>B"
Generating a dependent Y with scope X|Z;..Z,
overthe anchor (auxiliary tree): POP,.m :
X[.] — Z[] Y[.d <[ t:[amd] t:[amefa]
Generating a dependent Y with scope ~Bn

belowthe anchor (auxiliary tree):
X[c] — Z]] Y].]

t:[ovm Bn]

The effect of pop,, ,, Boundsn on composition

Every such preterminalc,,] associated with B, andm on type-raising in CCG correspond thus
the lexical anchor of an auxiliary tree is uniquelyto a LIG that allows alpop; ; operations for < n

generated by a rule (correspondingnte- m LIG
popandpushproductions) of the following form:

Generating the preterminal
for the anchor of an auxiliary tree
X[..a] — tlay] Y[...0m]

wherea,, corresponds to all arguments that hav
been pushed onto the stack by the rules corr

andj < m. Given a category: [c;...Chtm+1], @
standard LIG could pop thgs only in the reverse
order ¢y m+1...c;, Whereas a LIG withpop,, p,
could also pop offc,,,+; as the first symbol. In
general, ifn andm are the assumed bounds on
composition and type-raising, any argument

ﬁ/ithigkgjforz': o] —mandj = m+1can

e popped of a stackwith length|a| < n4+m+1,

sponding to the original auxiliary tree. Every ad_generating considerably more possible strings.

junction node requires two additional unary rulesi Conclusion

which push and pop a node identifier:

push:
pop:

6.2 CCG as aLIG with pop,,

When we describe CCGs as LIGBategoriesc
consist of atargett and astacka: ¢ = t: [a].
Stacks[a] are lists of categorieso € cf, with
i > 0and|a| = i. We will write «; for any
a with length |a| = i, anday = e. Target cat-

Xienl] — X[.(i,GA)]
X[.(0,GAY] = X gal-]

By translating both CCG and LTAG into strongly

equivalent Indexed Grammars, we show that
CCG'’s strong generative capacity exceeds that of
TAG in a limited way, because the CCG-IG can

pop symbols off the inside of the stack when the
stack size does not exceed a small finite limit. This
allows CCG to handle certain scrambling cases
which cannot be analyzed by a TAG. We conjec-
ture that this effect could be captured by a linear
indexed grammar with a finite number of registers

egoriest are drawn from a finite set of atomic where stack symbols can be stored. The LIG ob-
categoriest € Cigrger = {S,NP,PP,...}, with @ tained from LTAG does not allow such operations,
designated start symbelc Ciqge¢. Ignoring or-  and is therefore somewhat less expressive. Similar
der restrictions, the combinatory rules can then b® Joshiet al. (2000), we conjecture furthermore
written as in figure 6. Type-raised categories arthat the limit on the stack size, albeit small, may be
not allowed to be type-raised again, and the arclose to what is needed for the cases for which re-
ity of t : ], m = |a], is typically limited to liable grammaticality judgments can be obtained.



Application Generalized CompositioB,, | Type-raisingT Type-raising + Composition
X/Y Y XY Y|Zy|..|Zn X X/(X\Y)  (X\Y)|Z;..Z,
> —————>B >T >Bn
X X|Z4])..Z, T/(T\X) X|Z;...2,
t:lauwly]]  wly] tifawly]]  w[yBn] c tifam t:famc]]  t:amcBa]
- > -  >B" _—>T >B"
t:[a] t{aBn] t:{amt:{amd]] t:[m Bn)

Figure 6: CCG’s combinatory rules translated to Indexedn@nar. Greek lowercase lettans 3 indi-
cate strings of stack variables. Indicgs andc«,, indicate the length oft or 3. Both typeraising and
composition impose limits of,, anda,.
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1. Standard main clause

Peter gibt Maria das Buch
NPn ((Svl/NPa)/NPd)/NPn NPd NPa
—>T T T
Sdcl/(svl /NP'rL) (Svl /Npa)\((sul /NPa)/NPdB) S’l71 \(SvI/NPa)
(Svz/NPg)/NP,,

B
S’UI/NPTL
>
: . ) Sdel
2. Main clause with fronted adjunct
dann gibt Peter Maria das Buch
S/S ((Swz/NP4)/NP4) /NP, NP, NP4 NP,
Sd(:l/svl (SUZ/NPa)/NPd
>
S.1 /NP,
S’l71 -
Sdcl
3. Main clause with fronted complement
Maria gibt Peter das Buch
NP4 ((Sws/NP4)/NP4)/NP, NP, NP,
>T > T
Sdcl/(svl/NPd) (SUZ/NPa)/NPd Svl\(svl/NPaB?
>
S’UI/NPd
>B

Sadel
4. \erb-final subordinate clauses

dass Peter ihm das Buch gibt
Sem/Suin NP, NP NPu.  (Sumn\NP, )\NPANP,
(Sufin \NP)\NP4
Sufin \NP,
Sufin
Semb

5. Subjects as arguments of main verbs

den Musiker, den Fans eliebt und Kritiker gehasst haben
the musician whom fans oved and  critics hated have
NP (NP\NP)/(Sun\NPo) NP,  (S;:\NP,)\NP, conj NP, (Spt\NPn)\NPs Sufin\Spt
>T —>T
S/(S\NP.,) S/(S\NP.)
>By >By
Syt \NP, Spt\NP,
<P>
Spt\NP,
B
Svﬁn\NPa
6. VP extraposition
dass er ihr versprochen hat das Auto zu reparieren
that  he her promised has the car to repair
NP7L NPd ((Spt\NPn)\NPd)/(szu\NPn) Svﬁn\%pt NPa (Szu\NPn)\NPa
<
(Svﬁn\NPn\NPd)/(szu\NPn) : Szu\NPn

7. The Third construction
dass er ihr  das Auto versprochen hat Zu reparieren

T NP NPL T NPL ((Sp\NPL)WNPG)/(S NP Suin\Spr (S-\NP)NP,
((Suin\NP2)\NP4) /(S \NP,.)
((Suin\NP..)\NP)\NP,

>B

Figure 7. CCG uses topicalization (1.), a type-changing (dl), and type-raising (3.) to capture the
different variants of German main clause order with the skaxieal category for the verb, and assumes
a different lexical category for verb-final subordinateusles (4.)
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